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1 Introduction

Work Package (WP) 4 focuses on researching, designing, and deploying translation solutions among designated
data models. The collaboration among partners showcases their work across three distinct translation method-
ologies: ontology-driven, Al-powered, and modeling-based approaches. The work done during the first year of
the project is described in this comprehensive report, D4.1, which outlines the first generation of translation
solutions and provides insights into their current status. The document is organized as follows. Section 2
describes the aims of WP4 and the individual purposes of each task. Section 3 summarizes the objectives of
WP4 and relates the efforts described in this deliverable to the WP and project objectives. Section 4 is the core
section of this document; it is divided into three subsections, each describing the proposed translation solutions
classified by approach. Section 5 reflects the work initiated by Task 4.4 to gather datasets from industrial
partners and support the use cases. Finally, Section 6 describes the collaboration with other WPs to achieve
the common project objectives. At the end of the document, a list of appendices has been included.

2 Overview of WP4 Aims and Tasks

WP4 aims to design and develop translation service solutions, facilitating seamless data model translation
across prominent data models and standards. It consists of four tasks, namely:

* Task 4.1 Super-Ontology Based Data Model Translation.
» Task 4.2 ML/Al Automated Data Model Translation.
 Task 4.3 Model-Based Translation.

» Task 4.4 Datasets And Translation Quality Assessment.

Their main goals are the following.

2.1 The main purpose of Task 4.1

Task 4.1 will explore the utilization of ontologies as an intermediary bridge between significant data modeling
languages, aiming to resolve property mismatches inherent in these languages. This task will investigate the
capabilities of ontology translation tools, focusing on facilitating microservices translations between major data
modeling languages relevant to workflow management and execution. The solutions aim to autonomously
address non-matching properties. Actions include identifying and studying relevant ontologies, contributing
expertise in workflow languages to enable seamless translation, and investigating machine learning techniques
to tackle mapping challenges between different data modeling languages.

2.2 The main purpose of Task 4.2

Task 4.2 will explore Machine Learning/Artificial Intelligence (ML/AI) approaches and algorithms to assess their
effectiveness in translating between major data modeling languages. By testing translation accuracy using
real-world data from diverse use cases, the aim is to determine the feasibility of these approaches across
different language structures. Furthermore, the task seeks to develop translation microservices based on
existing architecture and libraries from WP2, aiming to validate the practical viability of these methods. In
this endeavor, various approaches are employed, including dictionary learning and algorithms tailored for
translation, as well as ML solutions such as Natural Language Processing (NLP) techniques. The emphasis lies
on analyzing the feasibility, precision, and applicability of these methods, ultimately aiming to facilitate seamless
data model translation across various languages in practical scenarios.

2.3 The main purpose of Task 4.3

Task 4.3 will investigate model-based approaches, such as Unified Modeling Language (UML) and System
Modeling Language (SysML), to assess their capability and feasibility in facilitating translation between major
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data modeling languages. Translation testing will encompass the utilization of data from various use cases
to determine the feasibility of the employed data modeling languages. Additionally, the task aims to develop
translation microservices based on architecture and libraries from WP2, focusing on verifying feasibility in
selected use cases. Actions include exploring UML metamodels to model major data modeling languages,
identifying similarities, and addressing them through formal semantic reasoning or learning methods. Fur-
thermore, technology evaluation based on industrial production requirements, provision of aerospace domain
knowledge and requirements for model-based translation, and evaluation of usability through use cases will be
conducted. Investigation into model-based translation’s inclusion in frameworks, guidelines for its application,
and collaboration for transformation between different data models will be pursued. Lastly, an analysis of
model-based translation in safety-critical domains, cooperation for guidelines in aerospace use cases, and
exploration of its usage in requirements-based test generation will be undertaken.

2.4 The main purpose of Task 4.4

Task 4.4 will support the other tasks with the provision of appropriate datasets for development, training, and
early validation of translation quality. Certainly, here’s the extended version: Task 4.4 will collaborate closely with
the use cases and other work packages, playing a fundamental role not only at the beginning but throughout
the entirety of the project lifecycle. This collaboration ensures the procurement of comprehensive datasets
essential for the development of the project’s translation. Furthermore, as the project progresses, Task 4.4
remains instrumental in facilitating the rigorous testing and evaluation of translation outcomes. By collaborating
with use cases and leveraging insights from other work packages, Task 4.4 ensures that the translation models
align closely with the project objectives and meet the specified quality benchmarks.

3 WP4 Objectives

The primary aim of WP4 is to advance translation service technology, facilitating seamless data model translation
across prominent data modeling languages such as ISO 10303, ISO 15926, IEC 81346, and S5000F. This work
has been divided into the following set of objectives:

* Investigating the capabilities and feasibility of a super ontology approach

+ Investigating the capabilities and feasibility of an ML/Al-based approach

* Investigating the capabilities and feasibility of a model-based approach

» Provision of data set for translation development and early assessment of translation quality

+ In cooperation with WP3, to provide translation microservices based on the above approaches

3.1 Major Project Objectives

This table shows which project objectives are addressed by this part of the deliverable and how these are
supported.

Table 1: Project Objectives Addressed in the Document

Objective ‘ Contribution ‘

#1. Facilitate more than 50% of needed | This document outlines the initial generation of translators
translations in realistic production value | and details the efforts made during the first year of the
networks by autonomous machine-| project to achieve the targeted percentage. The work in-
based translation micro-services thus | volves collaborating with various use cases to integrate
significantly reducing the need for hu-| translation seamlessly into production value networks.

man support.
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This table shows which WP objectives that are addressed by this part of the deliverable and how these are

supported.

Table 2: WP Objectives Addressed in the Document

Objective

bility of a super ontology approach.

Investigating the capabilities and feasi-

‘ Contribution ‘

This document outlines the work conducted on the usage of on-
tologies for translation, as detailed in Section 4.1. It includes an
examination of translation solutions such as DITAG, SEMVAR.CC,
broker translator, and proposed work within the Industrial Data
Ontology.

Investigating the capabilities and feasi-
bility of an ML/Al-based approach.

This document outlines the work conducted on the utilization of
Al and ML techniques for translation, as detailed in Section 4.2.
It encompasses the analysis of the translation scenario and the
initial application of Al techniques, particularly those related to
deep learning.

Investigating the capabilities and feasi-
bility of a model-based approach.

This document provides a comprehensive overview of the work
conducted on the utilization of models for translation, detailed
in Section 4.3. It encompasses translation solutions based on
Papyrus, meta-modeling, metadata database translation, P&ID
translation, and the transformation between SysML v1.6 and v2.

Provision of data set for translation de-
velopment and early assessment of
translation quality.

This document includes in Section 5 the dataset provision process
and support to the Use Case (UC) translation. The focus of
the work has been on initiating dialogues with the use cases
and other industrial partners to secure access to the necessary
datasheets and devise a strategy to abstract the data structure and
essential information required for translation without compromising
industrial confidentiality.

In cooperation with WP3, to provide
translation microservices based on the
above approaches

This document includes the first actions taken in collaboration with
WP3 to provide translation microservices. Section 6 describes the
efforts and results from this initial collaboration.

Page 7 (51)



Document title Version

Deliverable D 4.1 1.2
Date Status
ARROWHEAD 2024/05/21 Final
fPVN

4 1st Generation Translation Technologies

For effective communication, systems must possess compatible interfaces and a shared understanding of data.
This encompasses factors like communication protocols, encoding, encryption, compression, message structure,
payload key values, and semantics. Once data is received, comprehension is essential for proper utilization.
However, mismatches in interfaces or data compatibility can hinder communication. Translation techniques can
resolve such disparities, serving as temporary or permanent solutions. One scenario where translation is vital is
during system failures, where an alternate system may lack compatible interfaces, necessitating translation until
the original system is restored. Additionally, integrating systems from different vendors or versions may require
translation to minimize engineering time. Similarly, updates to legacy systems may disrupt compatibility with
others, necessitating translation mechanisms.

In the realm of autonomous translation technologies, significant challenges exist. Deep semantic under-
standing across diverse data modeling languages is paramount, requiring advanced techniques and semantic
reasoning. Moreover, handling multimodal data poses a substantial challenge. Ensuring interoperability of
translated models across various systems is crucial, often necessitating standardized data exchange formats
and well-defined APls.

To address these challenges, three approaches are explored, following the same structure as the WP task
division:

» Ontology-based translation: This approach leverages ontologies, which are formal representations of
knowledge, to map concepts and relationships between different data models. By utilizing ontologies,
semantic similarities, and differences can be identified and translated, facilitating interoperability between
heterogeneous systems.

» Al-based translation: Al-based translation utilizes machine learning algorithms and techniques to
automatically learn and translate data between different formats and structures. This approach often
involves training models on large datasets to develop accurate translation mechanisms that can handle
complex data semantics and structures.

* Model-based translation: Model-based translation involves translating data between different models by
mapping elements and attributes from one model to another. This approach focuses on understanding the
structure and semantics of each model and developing mappings that preserve the meaning and integrity
of the data during translation.

The first generation of translation technologies is described in the following subsections. The work has been
classified into three categories to facilitate its review:

* Proposal: This category encompasses the initial conceptualization and proposition of translation solutions,
outlining the theoretical framework and methodology.

+ Prototype: In this category, tangible prototypes of the proposed translation solutions are developed and
tested, providing practical insights into their feasibility and functionality.

» Support activity: The support activities encompass pre-studies, partial investigations, and analyses aimed
at enhancing the domain’s state-of-the-art knowledge. These activities offer valuable insights to partners
implementing prototypes, supporting and complementing the design and development of the translators.

4.1 Ontology-Based Translation

The following section summarizes the efforts and progress accomplished during the first year of the project
concerning ontology-based translation. These efforts encompassed the analysis of requirements, as well as the
design and development of translation solutions.

4.1.1 Data Interoperability Translators Automatic Generator (DITAG) (Prototype)

During the first year, Task 4.1 has focused on the development of a tool prototype for data interoperability
verification and automatic generation of translators. This tool, named Data Interoperability Translators Automatic
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Generator (DITAG), utilizes an ontology-based approach. DITAG receives metadata with semantic annotations,
verifies semantic and data compatibility, and automatically generates translators when compatibility is confirmed.

DITAG is a Java application that translates XML and/or JSON data between application systems (Providers
and Consumers). To do it, DITAG needs Providers and Consumers metadata, namely XML Schemas (XSDs)
or JSON Schemas with semantic annotations. The semantic annotations are added to the XSDs using the
SAWSDL (Semantic Annotations for WSDL and XML Schema) [1] extension attribute “modelReference” with
annotation paths [2] and group identifiers [3]. SAWSDL is an extension to the XSD standard that allows for
semantic annotations of elements. These annotations provide additional information about the meaning of the
elements and attributes defined in XSD documents, using Ontologies specified in Web Ontology Language
(OWL) [4]. Moreover, the Annotating Schemas to Support Semantic Translations (A3ST) extension [5] is also
employed to supplement SAWSDL annotations. This enables the provision of additional information about
an element without greatly disturbing the original structure of the XSD. Figure 1 illustrates the use of both
SAWSDL and A3ST to add more context to XSD elements. To support JSON data, DITAG uses JSON Schemas
with semantic annotations, as proposed in [6]. Figure 2 presents the equivalent information found in Figure 1,
formatted using JSON Schema.

<?xml version="1.0"7?>
<xs:schema attributeFormDefault="unqualified" elementFormDefault="qualified" xmlns:xs="http://www.w3.0rg/2001/XMLSchema" xmlns:a3st ="
http://gres.uninova.pt/a3st" =xmlns:sawsdl="http://www.w3.o0rg/ns/sawsdl">
<xs:element name="datavalues" >
<xs:complexType>
<xs:sequence>
<xs:element type="xs:string" name="units" sawsdl:modelReference="/TemperatureSensor{1l;2;3;4}/hasTempUnits/TemperatureUnits{1}"
a3st:mdi-ref="1;2"/>
<xs:element type="xs:float" name="sensorltemp" sawsdl:modelReference ="/TemperatureSensor{l}/hasDecValue" />
<xs:element type="xs:float" name="sensor2temp" minOccurs="0" maxOccurs="1" sawsdl:modelReference ="/TemperatureSensor{2}

hasDecValue" />
</xs:sequence>
</xs:complexType>
</xs:element>
<xs:annotation>
<xs:appinfo>
<a3st:map-data-ind a3st:mdi-id="1" a3st:individual="Fahrenheit">Fah</a3st:map-data-ind>
<a3st:map-data-ind a3st:mdi-id="2" a3st:individual="Celsius">Cel</a3st:map-data-ind>
</xs:appinfo>
</xs:annotation>
</xs:schema>

Figure 1: XML Schema Example. Notice the added context from SAWSDL for the elements units, sensorltemp,
and sensor2temp. Additionally, the A3ST extension complements SAWSDL by allowing further annotations at the
end of the schema. Here, these annotations specify the accepted types of units for the units element

{
"Sschema": "http://json-schema.org/draft-07/schema", "type": "object",
"a3st": { "type": "object", "properties": { "a3st:map-data—-ind": { "type": "array",
"items": { "type": "object", "properties": [
{ "a3st:mdi-id": "1", "a3st:individual": "Fahrenheit", "a3st:node-value": "Fah" 1},
{ "a3st:mdi-id": "2", "a3st:individual": "Celsius", "a3st:node-value": "Cel" } ] } } }
}
"properties": { "product": { "type": "object", "properties": { "layer": { "type": "object", "properties": {
"datavalues": { "type": "object", "required": [ "units", "sensorltemp" ],
"properties™": {
"units": { "type": "string", "modelReference": "/TemperatureSensor{l;2}/hasTempUnits/TemperatureUnits{1l}", "a3st:mdi-
ref": "1;2" },
"sensorltemp": { "type": "number", "modelReference": "/TemperatureSensor{l}/hasDecValue" },
"sensor2temp": { "type": "number", "modelReference": "/TemperatureSensor{2}/hasDecValue" },
"sensor3temp": { "type": "number" },
"sensordtemp": { "type": "number"™ } } } } } } }

Figure 2: JSON Schema Example. The information contained in this file is equivalent to that presented in Figure 1.

DITAG architecture and general workflow are presented in Figure 3. It operates through four distinct stages:

« Initially, data from the Consumer and Provider Schema files are gathered and organized into a JDoOM2
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Document, from which is extracted a dictionary of annotated elements. Using the xJc API, two Java
classes are also dynamically generated, one for each input.

* Next, the data undergoes compatibility testing. All elements from the Consumer and Provider are
compared and matched based on data type and semantic annotation. To facilitate semantic comparison,
DITAG uses the Pellet Semantic Reasoner [7], a software tool designed for reasoning tasks over ontologies
represented in OWL. Ontologies are utilized to represent knowledge in a machine-readable format,
particularly in domains where complex relationships and semantics need to be captured. Reasoning over
OWL ontologies involves inferring new knowledge from existing data based on logical rules and axioms
defined in the ontology.

» Once preliminary compatibility is achieved, we proceed to pair the Consumer and Provider elements
based on the number of matches requested by the Consumer. Pairing only occurs if all required matches
of the Consumer can be provided by the Provider.

+ After analyzing the pairings made, DITAG verifies whether the Provider and Consumer support translation
between them. If so, DITAG generates a formal translator as a JAVA file that includes the Consumer
and Provider Java classes derived earlier. This translator enables immediate translation between
Consumer and Provider, supporting Provider data in XML or JSON formats. Additionally, an HTML report
is generated, including all elements collected from both inputs, all testing performed and their results, the
achieved pairings, and an assessment of transaction possibility.

DITAG was tested in case study 7.1 with promising initial results. DITAG was able to automatically generate
a translator that converted data files from an electronic design tool into files, with a different data model, of a
PLM tool.

4.1.2 Integration of the DITAG tool into Arrowhead clouds (Proposal)

Integrating DITAG into the Arrowhead framework will allow service consumers to translate the messages resulting
from the provision of services into messages whose structure and semantics consumers can understand. The
adapted architecture with DITAG and additional interactions is schematized in Figure 4.

As illustrated in Figure 4, the original architecture of the Arrowhead framework is adapted to integrate a new
module, namely DITAG. It should be noted that this integration may, in the future, be done in two alternative ways:
(1) Integration of DITAG as an Arrowhead Core System; (2) Implementation of DITAG as a service provider
running within the Arrowhead cloud.

In the first approach, DITAG would be available as a component within the Arrowhead framework and could
be used by the other Arrowhead core systems, providers, and consumers. The advantage of this approach is
that it is built into the core of the framework, potentially accessible in a more agile way.

In the second approach, DITAG could exist as a translation service provider. The advantage of this approach
is that it will enable the creation of more than one DITAG service provider. This way, beyond allowing load
balancing, each provider can specialize in more specific document translations, depending on the application
scenarios.

With the integration of DITAG, scenarios characterized by consumers who require a specific service but
whose result needs to be translated go through the following phases:

* Publish phase:

1. The service provider publishes its services in the Arrowhead registry. Beyond the Arrowhead-specific
elements, the provider publishes the service schemas as metadata.

* Request:

2. The consumer makes a request to the Orchestrator for a service of a given name. It receives a list of
providers that can provide the requested service.

» Translation:

3. For the required service, the consumer requests DITAG to select suitable providers among the ones
received from orchestration. The request carries both the consumer schema annotation and the
schemas of each provider.
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_____________________________________________________________________________ ,
Ontology (OWL)
Consumer Provider
« XSD + XSD
* JSON Schema * JSON Schema

Data Processing

Consumer JAVA Class Provider JAVA Class

| Compatibility Assessment |

Element Pairing

Translation Evaluation |

Translator Construction |

Output Elaboration

Figure 3: General DITAG Architecture/Workflow.

4. DITAG replies with compatible providers and corresponding translators.
» Service provision:

5. The service request is made to the chosen provider, receiving a corresponding message/response.
6. The response is translated by the received translator.
7. The consumer uses the translated message.

During the translation phase, in step 3, the consumer accesses the metadata that characterizes the service,
which the service provider specified during step 1. The metadata contains the schema of the service, which,
together with the schema of the consumer, allows DITAG to provide a translator that can translate the original
document/message into a structure that the consumer can interpret and use.

The translation stage can be enhanced with the integration of "SEMVAR.cc” as described below.
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Figure 4: Integration of the DITAG tool in the Arrowhead cloud (figure adapted from

https://arrowhead.eu/technology/architecture/)

4.1.3 Integration scenario with SEMVAR.CC, DITAG, and the Arrowhead Framework (Proposal)

Baseline Scenario

As initial work, Task 4.1 outlined a data interoperability approach and associated assumptions, which will be

later aligned with use cases (UC) in the project. This initial description is the baseline scenario illustrated in
Figure 5.

Sensors and actuators

"Room dry bulb l n

Ip1.1.1.1 temperature in ARROWHEAD
Fahrenheit” :
Temp ahrenhei - ] Service
Sensor Registration

Data Producer _
3

“Room air [T
temperature in
Fahrenheit” —
AC 2o Service
(actuator) . 4 Orchestration

Data Consumer

Figure 5: Scenario without interoperability support.

The baseline scenario begins with a specific set of information being registered into the Arrowhead framework:
’a given data producer generates data of type “room dry bulb temperature in Fahrenheit” that is streaming at IP

address 1.1.1.1. This registration is carried out by the data producer itself, which calls the Service Registry to
store this information (Action 1).

Once one or more data producers have registered the types of data they produce and the IP addresses
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where the data can be accessed, data consumers can use the Arrowhead Orchestration Service to request
producers capable of streaming the required data types. For example, an air conditioning system might send a
request to the framework asking for the IP address of a data producer capable of supplying "room air temperature
in Fahrenheit” (Action 2). This request is received by the Orchestration, which checks the registry and identifies
producers capable of fulfilling the data requests (Action 3).

The Orchestration Service is expected to perform service compositions that will expand the range of data
types supported by the framework. However, for the purposes of simplicity in the technical solutions within this
report, we are assuming that the Orchestration Service is currently restricted to lookup services.

Even if the Orchestration Service is not capable of composing services, many are the potential semantic
differences between available data types and requested data types, and that any semantic difference is
currently resulting in a failed request, as shown in Figure 5. For instance, in the example in the baseline scenario,
requested and registered data are “room temperature”, but one is “room air temperature” while another is “room
dry bulb temperature.” From a machine point of view, it has no additional knowledge that allows the machine to
quantify how different are these two types of data, i.e., these two kinds of “room temperature”. Even the fact that
we, humans, may know that both variables are “room temperatures” is not something that a machine is capable
of inferring without additional knowledge. This results in the framework returning a fail message to the data
consumer (Action 4).

Scenario with Ontology-based Data Interoperability Support

Figure 6 presents a data integration scenario based on knowledge coming from community-built ontologies. In
this scenario, the Arrowhead framework has been integrated with both DITAG and SEMVAR.CC infrastructures.

“Room dry bulb temperature in Fahrenheit’® is subsumed
“Room wet bulb temperature in Fahrenheit” is subsumed
“Room air temperature in Celsius” + unit translation
“Room temperature in Kelvin® + unit translation

TRY “Room dry bulb temperature in Fahrenheit",

Sensors and actuators

N Sl SEMVAR.CC
“Room dry bulb A RROWHEAD
Ip1.1.1.1 temperature in
Y Fahrenheit” . . ;
Temp srenne 1 | Registration FELTEINAD S
Sensor Service 7
reasoner i
Data Producer - - \S/emz:)Ttlc
“Room air 3 8 | 5 . variable
temperature in Request
Fahrenheit” A * E “Room air
2 " Orchestration temperaturg in
A5 X 4 Request Service || anyunit,any |
(actuator) . 9 Service place, any time”
Knowledge
IP1.1.1.1 . .
Raom air .
Data Consumer temperature in Reg?;"tqory
Fahrenheit” N
Ontologies)

Figure 6: Scenario with DITAG and SEMVAR.CC support for data interoperability.

These are key technical characteristics of such a scenario:

+ Before failing a Consumer’s request when performing Action 3, Arrowhead calls DITAG to see if DITAG can
provide a possible translation for the request (this is the new Action 4 in the data interoperability scenario).

» DITAG may have its own knowledge base based on past requests that may be used to answer Arrowhead’s
request. But if DITAG has no knowledge about the current request, DITAG may call SEMVAR.CC’s service
will provide DITAG with a list of possible translations of current requests (Action 5).

+ SEMVAR.CC uses a broad range of harmonization strategies to feed DITAG with the knowledge that is
relevant for DITAG to answer the framework request (Action 6):

— Equivalence rules;
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— Class subsumptions rules [8];
— Restriction relaxations [9].

» Harmonization strategies are executed against knowledge from both SEMVAR.CC'’s internal knowledge
graph and current request. New ontologies are added to SEMVAR.CC knowledge graph when terms
used to specify semantic variables are coming from ontologies that are not registered within SEMVAR.CC.
In this case, SEMVAR.CC will import the newly informed ontology into its knowledge graph and pre-
process the ontology’s terms to identify alignments with terms and ontologies already included inside the
SEMVAR.CC knowledge base. In addition to importing new ontologies from new requests, SEMVAR.CC is
also constantly learning about semantic variables by extracting them from semantic data dictionaries [10]
used in repositories of evidence data.

» DITAG then analyze SEMVAR.CC’s translations, select first those that provide one-time translation
solutions and provide those back into Arrowhead (Action 7).

« If provided translations do not match Arrowhead’s existing registered services, Arrowhead can then call
back DITAG looking for other translations, in which case DITAG can feed additional translations back into
Arrowhead as services translations instead of one-time translations (this may translate into a sequence of
Actions 7 and 8).

+ Finally, there is a higher chance of providing a response to the consumer with the use of data interoperability
support (i.e., DITAG and SEMVAR.CC) (Action 9) than without such support.

Underlying Technology - Software Infrastructure SEMVAR.CC back-end is derived from the open-source
Human-Aware Data Acquisition Framework (HADatAc) [11]. HADatAC is a schema-free, evolutionary, scalable,
and provenance-aware infrastructure for managing data and metadata content from multiple scientific studies.
Three key goals of HADatAc are: (1) to extract relevant data value from instrument-generated files and to
move these values into queryable content repositories, (2) to extract relevant metadata from scientist-generated
documents and to move these values into queryable content repositories, and (3) to semantically annotate these
values in a way that the entire content is logically linked and harmonized (i.e., unified representation) according
to evolving collections of well-established scientific ontologies. Semantic variables inside of SEMVAR.CC is also
supported by HAScO API, and derived from the general concept of Semantic Data Dictionaries [10].

Underlying Technology - Community-Built Ontologies SEMVAR.CC back-end is based on HAScO AP,
which is based on the HASCO ontology [12]. HASCo has been developed to encode knowledge about
scientific studies, study types, data elicitation from humans, and data simulation from computer models.
SEMVAR.CC’s core ontologies are fully integrated, aligned, and used in multiple scientific domains, and
in addition to HASCO, they include the following core ontologies: W3C’s Provenance Ontology (PROV),
encoding provenance knowledge, Virtual Solar-Terrestrial Observatory (VSTO) [13], encoding knowledge about
instruments and platforms, Human-Aware Science Ontology and the Semantic science Integrated Ontology
(SIO) [14], encoding knowledge about science-related entities and their characteristics.

4.1.4 Online Seminar on Semantic and Ontology Translation (Support Activity)

The data integration scenario described in subsection 4.1.3 was presented and discussed during Arrowhead’s
Winter 2024 Pl meeting in Luled on January 23rd, 2024. During the discussion, the need for members of
Task 4.1 to further explore semantic variables through a seminar was identified. Subsequently, an Online
Seminar on Semantic and Ontology Translation was developed and presented on March 1st, 2024, to the project
partners. From the seminar, it became apparent that there was a need to provide concrete examples of semantic
variables based on Industry 4.0 data models. The semantic concept necessitates the complex reuse of terms
from multiple ontologies. Without such examples, it is challenging for scientists unfamiliar with ontologies to
comprehend how semantic variables are constructed from existing ontologies.

Further steps were taken during March 2024 and the subsequent two months to identify and understand
existing data models used in the automotive industry, with the specific aim of identifying datasets applicable to
Arrowhead. This effort partially overlaps with WP6 but is specifically focused on identifying concrete semantic
variables that can serve as examples for the data integration scenario described above. Our current assumption
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is that the integration of Industry 4.0 data models required by Arrowhead will be accomplished through the
incorporation of semantic variables utilized within Industry 4.0’s data models.

4.1.5 Use case Development (Proposal)

When developing the data interoperability scenario discussed in subsection 4.1.3, we recognized the necessity
of customizing certain aspects of our general-purpose solutions to suit industry-specific needs. For instance, in
analyzing messages exchanged within car micro-controllers, we find it crucial to identify the car’s subsystem
responsible for a specific data piece, distinguishing, for example, between thermometers in different parts of the
vehicle. To deepen our understanding of industry applications based on Arrowhead, DITAG, and SEMVAR.CC,
we’ve chosen the automotive sector as our vertical domain for in-house exploration. This selection stems from
the automotive industry’s widespread market presence. To achieve this, we’ve (1) studied data models outlined
in academic literature and (2) characterized the types of data commonly exchanged within vehicle components.
Additionally, we’re committed to adapting the automotive scenario for implementation within the Arrowhead
ecosystem. This scenario will involve a strategy for obtaining data from existing automotive data models and
datasets, encompassing both synthetic and real data.

Current Findings As part of the process of understanding how data communicates inside vehicles, it is
necessary to comprehend the structure of communications between Sensors and ECUs. Figure 1 in [15]
enumerates the groupings of sensors: Powertrain (for vehicle performance), Chassis, and Body (for occupants’
needs). Furthermore, even considering that some data flow in proprietary protocols, we can identify several
open-source protocols that concatenate data into the final messages flowing in the CAN network, useful for
isolating the signal data for further analysis. Identified protocols include: Flexray [16], LIN-LIN [17], CAN-FD
[18], CANopen [19], DeviceNet [20], and TTP [21]. The port available for reading data in real-life scenarios of
car readings is the OBD connector, through which we will be able to read CAN BUS data.

Next Steps - Reverse Engineering Having identified the proprietary protocols in signal data, communicating
from sensors to ECUSs, there is a need to capture the real data, decrypt the origin of binary streams, values,
units, and timestamps, and provide the output to the Arrowhead ecosystem. We propose the following steps to
achieve the above requirements:

» Setup a Virtual Controller Area Network to simulate data transmission.
+ Study and implement hardware cracking software to identify the models.

* Implement stream communication to Arrowhead through the MQTT [22] protocol.

4.1.6 The Industrial Data Ontology (IDO) (Proposal)

Task 4.1 together with WP3 and WP9 initiated the development of a novel approach to modeling industrial
installations, utilizing ontologies aligned with the semantic web and the Industrial Data Ontology (IDO) to
promote semantic interoperability.

The approach to modeling industrial installations embraces the integration of ontologies with the semantic
web and IDO, marking a significant advancement in the field. This alignment is pivotal for achieving semantic
interoperability, facilitating seamless communication and data exchange across diverse systems within the
industrial landscape.

Central to the methodology is the validation of models through reasoning mechanisms. By employing
reasoning techniques based on the semantic web, LTU plans to ensure the accuracy and coherence of the
modeled industrial installations, enhancing reliability and applicability across various domains.

IDO, recognized under the ISO standard ISO 23726-3, is being developed under the leadership of the POSC
Caesar Association. This standard serves as an upper ontology specifically designed for industrial data, aiming
to enhance semantic interoperability in various industrial settings.

Consider a typical laboratory setup, which includes a hydraulic pump connected to two tanks, each equipped
with le